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ABSTRACT

Recently, there has been an emerging trend to analyse time series data and utilise sophisticated 
tools for optimally fitting time series models. To date, Malaysian industrial accident data 
is underutilised and lacks informative records. Thus, this paper aims to investigate the 
Malaysian accident database and further evaluate the optimal forecasting models in 
accident prediction. The model’s input was based on available data from the Department 
of Occupational Safety and Health, Malaysia (DOSH), from 2018 until 2021, with 80% of 
the dataset to train the models and the remaining 20% for validation. The negative binomial 
and Poisson distribution prediction showed a mean absolute percentage error (MAPE) of 
33% and 51%, respectively. It indicated that the negative binomial performed better than 
the Poisson distribution in accident frequency prediction. The available time series accident 
data were gathered for four years, and stationarity was checked in R Studio software for the 
Augmented Dickey-Fuller test. The lowest Akaike Information Criterion (AIC), Bayesian 

Information Criterion (BIC) and other error 
values were used to justify the best model, 
which was the ARIMA(2,0,2)(2,0,0)(12) 
model. The ARIMA models were considered 
after the data showed autocorrelation. The 
MAPE for both ARIMA in R and manual 
time series were 40% and 49%, respectively. 
Therefore, the accident prediction by using 
R Studio would outperform the manually 
negative binomial and Poisson distribution. 
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Based on the findings, industrial safety practitioners should report accidents to DOSH 
truthfully in the era of digitalisation. It could enable future data-driven accident predictions 
to be carried out.

Keywords: Accident models, accident prediction, digitalisation, Malaysia’s accidents, R studio

INTRODUCTION

The rapid growth of industrialisation and the global economy in developing countries like 
Malaysia has constantly led to industrial accidents, which have emerged as a social problem 
(Kim et al., 2021). It had been reported by Kim et al. (2021) that the Asian occupational 
fatality per 100,000 workers was higher than in EU countries, and Malaysia required more 
effective safety regulations and programmes. There is a legal requirement in Malaysia 
under the Occupational Safety and Health Act (OSHA) 1994 for accident reporting to the 
Department of Occupational Safety and Health (DOSH) Malaysia via JKKP 6 or myKKP 
website. In view of the statistical field and machine learning, such accident reporting can 
provide continuous analysis and learning processes to prevent unwanted occurrences 
(Freivalds & Johnson, 1990). Click or tap here to enter text.On accident cost estimation, 
Rohani et al. (2015) found that the ratio of accident prevention to accident cost is 1:19.6 in 
Malaysia. However, Kidam et al. (2015) and Choo et al. (2022) highlighted that weakness 
in Malaysian accident reporting led to poor learning. 

The statistical data and analysis of the accident database would be more reliable in the 
research on accident prevention (Chong & Low, 2014). For example, Abdullah and Wern 
(2011) studied the accident frequency and revealed the factors of high levels of injuries 
and fatalities encountered in the construction industry based on accident statistics. Ayob et 
al. (2018) conducted a descriptive study through a survey to identify the cause (poor risk 
management) and accident agent (fall from height) in the construction industry. Chong and 
Low (2014), through statistical data and court cases in the period of 2000-2009, identified 
and tabulated the causes that contributed to health issues, and the reported main cause of 
construction accidents were striking objects and falls. Hadi et al. (2017) conducted a survey 
that found that 94.7% of the workers did not report any accidents to their management 
and revealed a prevalence of non-reporting accidents in construction sites. As a result, 
the safety officer in the company may be unaware of the near-miss that happened and not 
record it in the safety system. Apart from the construction industry, Ali et al. (2017) studied 
the trend of accidents in the manufacturing industry using descriptive data and found that 
the number of fatalities and permanent and non-permanent disability increased by 26%, 
71% and 64%, respectively. Zein et al. (2015) completed a survey on working postures, 
revealing the most prominent work involving bending forward and lifting heavy loads, 
which showed the most significant physical body injury.
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In accident prediction, Rohayu et al. (2012) predicted the road accident fatalities for 
2020 using the ARIMA model, and the data showed autocorrelation. Manan et al. (2013) 
reported the first motorcycle accident prediction model in Malaysia using the negative 
binomial regression model. Malaysia has actively conducted road transportation safety 
research, but to our knowledge, no industrial accident prediction has been reported in 
Malaysia. Choo et al. (2022) conducted a literature review on supervised machine learning, 
and the concept of accident prediction is applied in this paper. Thus, this paper aims to 
utilise the Malaysian accident database and fit the data for modelling, namely Poisson 
and negative binomial distribution, for frequency modelling. The time series prediction 
by using R Studio was also evaluated. The findings of this study can set a foundation for 
industrial accident prediction in Malaysia.

METHODOLOGY

This study utilised accident data obtained from DOSH in Kuala Lumpur, Malaysia. A total 
of 1131 industrial accidents reported to DOSH from January 2018 to December 2021 were 
used in this study. As Zermane et al. (2022) highlighted, the accident data were incomplete, 
with fewer details, and repetitive with unclear descriptions. Thus, the data were screened 
pre-processed by removing invalid data (Hajakbari & Minaei-Bidgoli, 2014), resulting 
in 1047 accident data for this study. The incomplete, redundant, and invalid data, such 
as non-word text-type data, was excluded from the table. The number of days lost was 
created from the injuries suffered. For modelling purposes, 80% of the dataset was used 
in training, whereas the remaining 20% was used as validation. 

Frequency Modelling

The number of accidents can be described as the statistical safety indicators (Jian, 2021) 
and applied in prediction (Attwood et al., 2006). In this research, the primary variable for 
frequency modelling was the time elapsed between the date of the latest accident and the 
previous one (Hajakbari & Minaei-Bidgoli, 2014; Esmaili et al., 2021). The frequency 
distribution was selected based on the relationship between the mean (Attwood et al., 
2006) and the variance of annual incidents. Several researchers demonstrated a constant 
failure rate and assumed no safety-related changes were made (Attwood et al., 2006); 
therefore, two distributions, Poisson and negative binomial distributions, were used in 
this study as below.

Poisson distribution as expressed in Equation 1 (If mean and variance of the data are 
in closed proximity) (Attwood et al., 2006; Ismail & Zamani, 2013; Manan et al., 2013)

y ~ p (y = yi) = �λ
y i e−λ

yi !
�, yi ∈ {i1}, yi≥0, λ >0,     [1]
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where yi is the number of incidents in the year i, and λ is the annual average number of 
incidents, with the expected value, E(y), and variance, V(y), equal to λ.

The prior distribution for λ is assumed to follow Gamma-distribution, λ~(α, β) due to 
uncertainty (Meel & Seider, 2006; ,Meel et al., 2007) as expressed in Equation 2:

p (𝜆𝜆) ∝ 𝜆𝜆𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜆𝜆 , 𝛼𝛼 >0, 𝛽𝛽 >0       [2]

From Baye’s theorem, the posterior distribution, which permits a projection of accident 
frequency in the future (Meel & Seider, 2006), p (λ | Data), is expressed in Equation 3:

p (𝜆𝜆 | Data) ∝ ℓ(Data | 𝜆𝜆) p (𝜆𝜆) 

 ∝ (𝜆𝜆𝑆𝑆𝑒𝑒−𝑁𝑁𝑡𝑡𝜆𝜆)(𝜆𝜆𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜆𝜆 ) ∝ 𝜆𝜆(𝛼𝛼+𝑆𝑆)−1𝑒𝑒−(𝛽𝛽+𝑁𝑁𝑡𝑡)𝜆𝜆 , 
p (𝜆𝜆 | Data) ∝ ℓ(Data | 𝜆𝜆) p (𝜆𝜆) 

 ∝ (𝜆𝜆𝑆𝑆𝑒𝑒−𝑁𝑁𝑡𝑡𝜆𝜆)(𝜆𝜆𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜆𝜆 ) ∝ 𝜆𝜆(𝛼𝛼+𝑆𝑆)−1𝑒𝑒−(𝛽𝛽+𝑁𝑁𝑡𝑡)𝜆𝜆 ,     [3]

where Data = (𝑦𝑦0, 𝑦𝑦1, …,𝑦𝑦𝑁𝑁𝑡𝑡 ), s = ∑ 𝑦𝑦𝑖𝑖
𝑁𝑁𝑡𝑡
𝑖𝑖=0 , 𝑁𝑁𝑡𝑡   is the number of years, and ℓ  (Data | λ) is the 

Poisson likelihood distribution. Note that p (λ | Data) is also a Gamma distribution, Gamma 
(𝛼𝛼 + 𝑆𝑆, 𝛽𝛽 + 𝑁𝑁𝑡𝑡 ) , because λ is distributed according to Gamma (α, β), which is conjugate 
prior to the Poisson distribution. The mean of the posterior distribution is the weighted 
average of the means of the prior and likelihood distributions, as expressed in Equation 4:

𝛼𝛼+𝑠𝑠
𝛽𝛽+ 𝑁𝑁𝑡𝑡

 = 𝛽𝛽
𝛽𝛽+ 𝑁𝑁𝑡𝑡

 (𝛼𝛼
𝛽𝛽

) + 𝑁𝑁𝑡𝑡
𝛽𝛽+ 𝑁𝑁𝑡𝑡

𝑠𝑠
𝑁𝑁𝑡𝑡

,        [4]

and the variance of the posterior distribution is  𝛼𝛼+𝑠𝑠
(𝛽𝛽+ 𝑁𝑁𝑡𝑡)2. .

Negative binomial distribution (Poisson-gamma) (Thakali et al., 2016) is used when 
the Poisson distribution is poor. Denham (2020) and Warner (2015) reported that when 
the variance exceeds its mean, the data are considered over-dispersed and need a different 
model instead of Poisson distribution. The number of incidents that occurred in a year is 
a non-negative and integer-valued result that can be estimated using a negative binomial 
distribution in Equation 5 for y:

y~(𝑞𝑞)𝜇𝜇 (1 − 𝑞𝑞)𝑦𝑦𝑖𝑖  𝑦𝑦𝑖𝑖  ∈ {𝐼𝐼1}, 𝑦𝑦𝑖𝑖 ≥ 0, 𝜇𝜇 > 0, q ≥ 0,    [5]

where yi is the number of incidents in year ith, μ (1-q)/q is the expected annual (mean) of 
incidents, E(y), and μ (1-q)/q2 is the expected variance, V(y). Due to uncertainty, the prior 
distribution for μ is assumed to follow a Gamma distribution as expressed in Equation 6, 
~ Gamma (α, β):

𝑝𝑝(𝜇𝜇) ∝  𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜇𝜇 , 𝛼𝛼 > 0, 𝛽𝛽 > 0,       [6]
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and that for q is assumed to follow a Beta distribution in Equation 7, q~Beta (a, b):

𝑝𝑝(𝑞𝑞) ∝ 𝑞𝑞𝑎𝑎−1(1− 𝑞𝑞)𝑏𝑏−1, 𝑎𝑎 > 0, 𝑏𝑏 > 0.      [7]

From Baye’s theorem, the posterior distribution in Equation 8, which permits a 
projection of accident frequency in the future, p (μ, q | Data), is

𝑝𝑝(𝜇𝜇, 𝑞𝑞 | 𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎) ∝ 𝑙𝑙 (𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎 |𝜇𝜇, 𝑞𝑞)𝑝𝑝(𝜇𝜇)𝑝𝑝(𝑞𝑞) 

 ∝ 𝑞𝑞𝑛𝑛𝜇𝜇 (1− 𝑞𝑞)𝑠𝑠(𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜆𝜆 )𝑞𝑞𝑎𝑎−1(1− 𝑞𝑞)𝑏𝑏−1 

 ∝ 𝑞𝑞𝑛𝑛𝜇𝜇+𝑎𝑎−1(1− 𝑞𝑞)𝑠𝑠+𝑏𝑏−1(𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜇𝜇 ), 

𝑝𝑝(𝜇𝜇, 𝑞𝑞 | 𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎) ∝ 𝑙𝑙 (𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎 |𝜇𝜇, 𝑞𝑞)𝑝𝑝(𝜇𝜇)𝑝𝑝(𝑞𝑞) 

 ∝ 𝑞𝑞𝑛𝑛𝜇𝜇 (1− 𝑞𝑞)𝑠𝑠(𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜆𝜆 )𝑞𝑞𝑎𝑎−1(1− 𝑞𝑞)𝑏𝑏−1 

 ∝ 𝑞𝑞𝑛𝑛𝜇𝜇+𝑎𝑎−1(1− 𝑞𝑞)𝑠𝑠+𝑏𝑏−1(𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜇𝜇 ), 

𝑝𝑝(𝜇𝜇, 𝑞𝑞 | 𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎) ∝ 𝑙𝑙 (𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎 |𝜇𝜇, 𝑞𝑞)𝑝𝑝(𝜇𝜇)𝑝𝑝(𝑞𝑞) 

 ∝ 𝑞𝑞𝑛𝑛𝜇𝜇 (1− 𝑞𝑞)𝑠𝑠(𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜆𝜆 )𝑞𝑞𝑎𝑎−1(1− 𝑞𝑞)𝑏𝑏−1 

 ∝ 𝑞𝑞𝑛𝑛𝜇𝜇+𝑎𝑎−1(1− 𝑞𝑞)𝑠𝑠+𝑏𝑏−1(𝜇𝜇𝛼𝛼−1𝑒𝑒−𝛽𝛽𝜇𝜇 ),      [8]

where Data = (𝑦𝑦0,𝑦𝑦1, … ,𝑦𝑦𝑁𝑁𝑡𝑡 ), s = ∑ 𝑦𝑦𝑖𝑖
𝑁𝑁𝑡𝑡
𝑖𝑖=0 , 𝑁𝑁𝑡𝑡   is the number of years, and| 𝑙𝑙(𝐷𝐷𝑎𝑎𝑡𝑡𝑎𝑎 | 𝜇𝜇, 𝑞𝑞)    

is the Negative Binomial likelihood distribution.

Time Series Accident Prediction

Freivalds and Johnson (1990) described that the time series of accident data from the 
previous week or month would influence the next week or month’s data. They reported 
that accident data varies about a mean value, which applied the concept of time series in 
accident prediction. The manual time series prediction was analysed in Excel, where the 
mean value of previous months was the predicted value.

The R package applied in this research was the library “forecast” and “tseries” with 
“Box-test”. The frequency of accidents was expressed in terms of a time series model 
due to its capability to forecast, interpret, and test hypotheses concerning the data (Sari 
et al., 2009). The behaviour and pattern of past observations will be assumed to continue 
in the future. The Augmented Dickey-Fuller test (ADF) confirmed the stationarity of data 
in R. With the nature of accident data received, the number of accidents did not show a 
significant relationship among the variables such as date of accident and nationality. Thus, 
linear regression was not considered in accident prediction. Auto-Regression Integrated 
Moving Average (ARIMA) was used to predict future values using auto-arima in the 
forecast package in R. The ARIMA (p, d, q) model consists of expressions identified as 
the order (p) of the auto-regressive part (AR), with an order of differentiation model (d) 
and an order (q) for moving average (MA). The seasonal ARIMA (p, d, q) (P, D, Q)s is a 
time series model with recurring peaks that represent the order or period of seasonality 
(Melchior et al., 2021).

Several analyses in R were used for model selection, such as the autocorrelation 
function (ACF), partial autocorrelation function (PACF), the Akaike Information Criterion 
(AIC) and Bayesian Information Criterion (BIC). AIC and BIC are the criteria that balance 
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the model’s goodness of fit and complexity and achieve a trade-off between fitting the 
available data and preventing over-fitting (Esmaili et al., 2021). Therefore, it is reported 
that it is preferable to have a lower value of AIC and BIC (Abdulqader et al., 2020). The 
Box-Ljung statistical test in R was used to confirm the correlation of the data.

Model Performance Measure

Two goodness-of-fit measures (Kuşkapan et al., 2021; Thakali et al., 2016) were used to 
check the model’s performance. The first one is the mean absolute error (MAE) (Equation 
9), and the other one is the RMSE (Equation 10).

MAE = ∑ |𝑦𝑦�𝑖𝑖−𝑦𝑦𝑖𝑖|𝑛𝑛
𝑖𝑖=1

𝑛𝑛
         [9]

RMSE = �∑ (𝑦𝑦�𝑖𝑖−𝑦𝑦𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
        [10]

where yi is the ith observed accident frequency, 𝑦𝑦�𝑖𝑖   is the estimated accident frequency for 
the ith observation, and n is the total observations.

Table 1
Scale of evaluation of prediction accuracy

Condition Assessment
MAPE ≤ 10% Highly accurate prediction

10% < MAPE ≤ 20% Good prediction

20% < MAPE ≤ 50% Reasonable prediction
MAPE > 50% Inaccurate prediction

Mean absolute percentage error (MAPE) 
was used to determine the model accuracy 
by using the formula as depicted in Equation 
11 and evaluating its accuracy in accordance 
with Table 1 (Weng et al., 2015).

MAPE = 
∑ �

𝑦𝑦𝑖𝑖−𝑦𝑦�𝑖𝑖
𝑦𝑦 𝑖𝑖

�𝑛𝑛
𝑖𝑖=1

𝑛𝑛
× 100%          [11]

RESULTS AND DISCUSSION

In Malaysia, any accident with four lost days must be reported to DOSH through the myKKP 
website. The database received from DOSH was a relational database stored in a table with 
accidents recorded in a row and various attributes in columns. An accident dataset of four 
years (2018-2021) in Kuala Lumpur consisting of the accidents’ date, details of injured 
persons, classification of accidents, incident descriptions, injured parts, type of industries, 
and related coding for each variable was acquired from DOSH for this study. However, 
the data were incomplete because containing fewer details and were repetitive with very 
short descriptions, as highlighted by Zermane et al. (2022). In addition, Mohamad et al. 
(2019) and Muhamad et al. (2021) highlighted that Malaysian manufacturing companies 
still lack awareness and are not accustomed to implementing big data analytics due to the 
high cost of cloud computing services and worry the companies’ database being stolen or 
compromised.
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The data were normalised to reduce redundancy and eliminate undesirable data. It was 
done by removing the duplicated rows in the Excel spreadsheet. In addition, the dataset 
received had many missing values in various attributes, which is considered the extent 
of the error. It may be due to several individual and organisational shortcomings in data 
reporting, collection, management, and processing (Ahmed et al., 2020).

Table 2
Number of accidents in the year 2018 to 2021

Year Number of Attributes 
(Column in database)

Number of Accidents
Raw Data Normalised

2018 16 190 188
2019 6 375 338
2020 23 322 305
2021 22 244 216

Total 1131 1047

As shown in Table 2, out of 1131 accident cases reported to DOSH, about 84 cases 
(7.43%) were missing vital information in the available reported cases. In 2019, the least 
number of attributes were reported, and most information was missing. It means that a 
researcher would face difficulty analysing the root causes and the contributing factors to 
accidents. The number of attributes is the table column found in the database from DOSH. 
The attributes include age, victim status, date of the accident, accident classification by 
employers and DOSH officers, a short description of accidents, gender, nationality, type 
of injuries, accident agent, type of industries, work sector, body part injured and each code 
of above mentioned which had been defined by DOSH. Hadi et al. (2017) revealed that 
non-reporting accidents are prevalent in industries where 94.7% of construction workers 
did not report accidents.

On the other hand, limited research utilised publicly available data from the DOSH 
website. For example, Rafindadi et al. (2022) and Zermane et al. (2022) analysed data from 
the DOSH website for fatal fall-related accidents. Their finding showed the limitation in 
missing vital information in DOSH data. It was urged to adequately document and make 
the record up to date and international standard. In general, it was observed that 2021 
accident reporting was more detailed compared to previous years. It has been discovered 
that the upper limbs are the most registered injury, followed by the lower limbs. However, 
the accident records showed a general injury sustained without providing detailed analysis, 
also reported by Rafindadi et al. (2022).

Frequency Modelling

Different accident prediction models are developed using econometric models such as 
ARIMA, negative binomial and Poisson models, as Quddus (2008) reported. Due to 
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the availability of accident data, the distribution was based on the time elapsed between 
accident dates, as shown in Figure 1. It is the time interval between the date of the latest 
accident and the previous occurrence (Hajakbari & Minaei-Bidgoli, 2014). Based on 
Figure 1, accidents were reported daily (shortest time interval between two accidents) in 
Kuala Lumpur, Malaysia. It was recorded that no accident was reported in two consecutive 
weeks, and the longest interval was 15 days, which can be considered “zero accident” and 
is extremely difficult to achieve (Attwood et al., 2006).

The frequency of accidents had been modelled statistically by fitting two distributions, 
Poisson and negative binomial distribution, as shown in Figures 2(a) and 2(b), respectively. 
From the data, everyday accidents are reported to DOSH. Both models are mathematical 
equations through statistical modelling of accident data and show the same right-skewed 
pattern. The distributions are to be used as the base condition for model development, where 
the frequency of an accident is significant in risk analysis. By having such a quantitative 
approach based on past reports, safety practitioners may be able to present unique safety 
practices to reduce accident frequency since Attwood et al. (2006) highlighted that the 
prediction of annual accidents was expected to be around the mean value. It indicates 
that given the same accident data, the impact of the variables on the different models is 
similar, but the expected frequency obtained from each model is slightly different. In other 
words, the model could estimate how many accidents would occur under average situations 
because, to date, no organisation has established a major change in the safety culture. Weng 
et al. (2015) highlighted the difficulty in predicting accidents with perfect confidence due 
to their uncertainty. Khattak et al. (2021) reported that the Poisson regression model is 
the first choice of researchers to adopt for the count data model in the beginning, and the 
negative binomial model is still in great popularity in the modelling process.

Figure 1. Distribution of the number of accidents for various intervals
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Table 3 tabulated the performance of prediction based on Poisson and negative 
binomial. The predicted number of accidents using both distributions resulted in 216 cases. 
The MAPE based on monthly accident cases for the Poisson distribution is 51%, whereas 
the negative binomial distribution is 33%. The result shows that the negative binomial 
distribution makes a reasonable prediction compared to the Poisson distribution.

Table 3
Results of distribution accuracy

Distribution Predicted Accident MAE RMSE MAPE (%)
Poisson 216 4.721 7.974 51

Negative binomial 216 6.393 1.253 33
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Figure 2. Frequency modelling: (a) Poisson distribution; (b) Negative binomial distribution
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This finding is consistent with the research by Khattak et al. (2021), where the negative 
binomial model performed better than the Poisson model. Furthermore, Quddus (2008) 
found that the negative binomial model application is not statistically significant in serial 
correlation and non-stationarity in time series of accident data. On the other hand, Meel et 
al. (2007) utilised the National Response Centre (NRC) database for incident prediction 
through frequency modelling. Their findings found significantly different predictions using 
Poisson and negative binomial distribution in different companies. Therefore, the same 
distribution may not agree better across various companies.

Hajakbari and Minaei-Bidgoli (2014) reported that analysing occupational accident 
databases using data mining could reveal meaningful patterns that are unable to be provided 
by traditional statistical methods. Radzuan et al. (2020) believed that the accuracy of the 
prediction model for road traffic accidents in Malaysia could be increased with more 
features included, such as vehicle types, gender of driver and others. It is also supported by 
Alawad et al. (2019), where an increase in the dataset and more attributes would contribute 
to significant analysis and results. However, Choo et al. (2022) reported that the accident 
database in DOSH Malaysia is still relatively underutilised, and the data received for this 
study found many missing values, which may affect the accuracy of the modelling. In 
addition, Koc et al. (2022) highlighted that their finding for the best occupational accident 
prediction model for short-term and mid-term was the W-ANN model, and the long-term 
was the W-MARS model. They also reported that the developed predictive model might 
show different accuracy for different countries due to the country-specific dataset. In 
addition, Zhu et al. (2023) revealed that the recent text-based AI tool, ChapGPT, frequently 
obtained mistakes and errors and needs more effective research. Thus, Malaysians must 
develop an occupational predictive model to manage safety issues more efficiently and 
understand what national conditions cause more or fewer accidents.

Time Series Prediction

The ARIMA model is a stochastic time series prediction for short-term forecasting with high 
accuracy and applies to stationary time series (Li et al., 2021). Figure 3 shows the observed 
monthly accident data reported to DOSH based on the time between accident dates from 
January 2018 to December 2021. This period was chosen due to the availability, accuracy 
and quality of the data received from DOSH. The data fluctuates around the mean value, 
with no noticeable data sequence trend. Therefore, it is preliminarily determined that the 
data remains stable and does not change over time.

The ACF and PACF plots from R use a 95% confidence level, as shown in Figures 
4(a) and 4(b), which are dashed blue lines indicating the significant threshold level. There 
are many spikes above the threshold level, and both plots observed tail-off patterns. It is 
observed that the values of AFC coefficients are gradually declining, and the AFC analysis 
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Figure 3. Original time series accident data in KL from January 2018 until December 2021

Figure 4. (a) ACF plot; (b) PACF plot
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indicates stationary data since the auto-correlation function’s fast decay. As highlighted by 
Alabdulrazzaq et al. (2021), the inspection to visual observation of the data in ACF and 
PACF helps determine the values for parameters p and q in ARIMA.

The ADF was tested with stationary alternative hypothesis using adf.test in the tseries 
package. The ADF test in R showed a printed value of -42.701, which is smaller than the 
p-value of 0.01 and indicates a significant autocorrelation pattern (Abdulqader et al., 2020). 
Therefore, the null hypothesis was rejected, and the stationary trend was verified. Quddus 
(2008) also studied the ARIMA model with stationarity time series data based on traffic 
accidents in Great Britain, UK. On the other hand, Al-Hasani et al. (2019) and Abdulqader 
et al. (2020) investigated a non-stationary time series of monthly road traffic accidents in 
Oman and Erbin City of Iraq, respectively. It suggests that different time series accident 
data must confirm their stationarity before applying the modelling process.

Since the series does not have a trend (it is stationary), it is not applied differencing 
for ARIMA models. The auto.arima function of the forecast library in R Studio was used 
to identify the best-suited series data. This function returned the ARIMA model based 
on the model’s generality, which characterises the sample data and the entire population 
over a given period. Table 4 presents the ARIMA model that best fits the time series data 
identified, where ARIMA(2,0,2)(2,0,0)(12) was the best-fit model. The selection of the 
best-fitting model is based on the lowest rate of AIC, corrected AIC (AICc) or BIC, which 
denotes better generality and more significant potential for maximising the likelihood 
function (de Souza et al., 2022). Based on the R Studio models fitting, the lowest AIC 
reported was 58295.35 for ARIMA(2,0,2)(2,0,0)(12). In addition, the forecast package in 
R had automatically conducted re-fitting without approximation to confirm the best model, 
with an AIC value of 58313.39, which is also lower compared to other models. 

The first part of the model has a second-order self-regression (p = 2), no differentiation 
(d = 0) and a second-order moving average (q = 2). The p=2 indicates that two previous 
periods are used in the auto-regression of the time series, q=2 indicates two lags of the 
error component, and d=0 indicates no differencing transformation required to turn the 
time series into stationary (Alabdulrazzaq et al., 2021). The other part of the model 
indicates the developed model for the seasonal component, whose elements only have 
second-order seasonal self-regression (P = 2, D = 0 and Q = 0). The index of 12 refers to 
the number of periods per season and the corresponding months for different years. Since 
the input was monthly time series data, the length of seasonality is 12. Based on Table 4, 
the ARIMA(0,0,0) with zero mean shows the highest AIC value compared to a non-zero 
mean of the same model. Alabdulrazzaq et al. (2021) reported that the manual model tends 
to overfit the data.

Interestingly, Abdulqader et al. (2020) reviewed the studies by other researchers in 
several countries. For example, in Saudi Arabia, the best fatality forecasting model was 
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ARIMA(1,1,3)(0,1,0) by using historical traffic accident data from 2013 to 2017; the AR 
of order one also showed the best model to analyse traffic accidents in Al-Qadisiya. On 
the other hand, ARIMA(1,0,0)(2,1,0)12 showed a good performance model for monthly 
traffic accidents in India, and ARIMA(1,0,2)(1,0,0)12 for motorcycle injuries study. Several 
works using different statistical methods have been done with traffic accidents worldwide, 
where each researcher reported their best model for forecasting. However, it is reported 
that the best model varies from application to application (Domingos, 2012), although 
many researchers are trying various models and believe in their efforts’ superiority. Li et al. 
(2021) studied highway transportation accidents in China from 2013 to 2019 and applied 
the ARIMA modelling process.

Freivalds and Johnson (1990) presented ARIMA’s Box-Jenkins modelling procedures, 
where model selection is based on the sum of errors with less than infinity. Thus, 
ARIMA(2,0,2)(2,0,0) was selected by R. The model established may not be perfect but 
best suits the available data set and returned the smallest standard error. After fitting the 
best prediction model, a residual analysis indicated a serial correlation in the data (Quddus, 
2008). The statistical tests of Box-Ljung were performed in R, and the p-value is less than 
the 5% significance level; the residuals are dependent on each other where there is serial 
correlation and without white noise.

Based on Figure 5 and Table 5, the number of predicted accidents in R (214 cases) 
and manual time series (229 cases) are low compared to the number of actual accidents 
(216 cases). Each month, the prediction in R and manual time series was not equal to the 
actual accident. The number of accidents in actual and prediction shows less difference 
in April 2021 compared to other months. For the nature of time-series accident data, the 

Table 4
Results of ARIMA in R

Models Fitting Mean AIC
ARIMA(2,0,2)(1,0,1)(12) Non-zero 60971.19
ARIMA(0,0,0) Non-zero 64635.14
ARIMA(0,0,0) Zero 82371.27
ARIMA(1,0,0)(1,0,0)(12) Non-zero 62606.65
ARIMA(0,0,1)(0,0,1)(12) Non-zero 61116.68
ARIMA(2,0,2)(0,0,1)(12) Non-zero 60989.85
ARIMA(2,0,2)(1,0,0)(12) Non-zero 61018.40
ARIMA(2,0,2) Non-zero 61281.70
ARIMA(2,0,2)(2,0,0)(12) Non-zero 58295.35
ARIMA(2,0,1)(2,0,0)(12) Non-zero 58749.84
ARIMA(1,0,1)(2,0,0)(12) Non-zero 60348.56
ARIMA(3,0,1)(2,0,0)(12) Non-zero 58742.65
ARIMA(2,0,2)(2,0,0)(12) Non-zero (re-fitting without approximation) 58313.39
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predicted number will vary around the mean of previous months. The predicted number of 
accidents in R was observed to be a difference of 2 cases from the actual reported cases at 
95% confidence, which shows that ARIMA(2,0,2)(2,0,0) produced a reasonably accurate 
prediction. Compared to the manual time series method, there was a 13-case difference 
from the actual reported cases. It shows that R Studio is able to forecast more accurately 
than manual time series. Alabdulrazzaq et al. (2021) presented their forecast for COVID-19 
cases using the ARIMA model, which was accurate despite the dynamic conditions of the 
daily disease data. 

They highlighted that utilisation of software packages to facilitate the automated 
selection of ARIMA’s model in R Studio returned the best-fit model. Table 5 tabulates the 
prediction accuracy based on MAE, RSME, and MAPE. The MAPE of the prediction in 
R is 40%, and the manual time series is 49%, which shows that the ARIMA model can 
make a reasonable prediction. The finding was supported by Attwood et al. (2006), where 
the number of accidents prediction indicated that the number of future accidents happened 
was around the mean value of the past number of accidents. Alabdulrazzaq et al. (2021) 
highlighted that predicted values will not necessarily equal actual observed values but use 
scale-dependent accuracy measurement, as shown in Table 1. Rohayu et al. (2012) also 

Figure 5. Comparison of actual and predicted accidents
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Table 5
Comparison of manual time series and R Studio prediction accuracy

Model Predicted Accident MAE RMSE MAPE (%)
Manual time series 229 6.181 7.784 49

R Studio 214 6.621 8.537 40
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found that the ARIMA model performed better than Poisson and Negative Binomial for 
road accident prediction. Quddus (2008) highlighted that the performance of the model 
could be measured based on MAE, MAPE and RMSE, where the smaller the value, the 
better the fit of the model.

On the other hand, Abdulqader et al. (2020) reported that their best model was 
ARIMA(0,1,1)(1,0,1)12 with an MAE of 23.11, which fits predicted accident injuries. In 
this study, the number of accidents from April 2021 until September 2021 was close to the 
forecast values, and there were also decreased and increased forecasted values reported. 
There are the same mean values of actual accident cases and forecasted accidents in 
2021, which is 18 cases. This research used time series analysis to contribute to accident 
modelling and forecasting, which agrees with Marhavilas et al. (2013). It was also supported 
by de Souza et al. (2022), where ARIMA successfully applied modelling for time series 
forecasting.

Table 6 shows the performance of accident data for actual and predicted data using 
different approaches. From the data analysis, the mean value for R Studio and manual time 
series prediction is comparable to actual accident data, whereas both negative binomial 
and Poisson distributions recorded lower values. The negative binomial and Poisson 
distribution variance significantly differed from the actual accident data. Besides that, the 
negative binomial and Poisson standard deviation also show a large difference compared 
to the actual accident data. However, the standard deviation of both R Studio and manual 
time series prediction is lower than the actual accident data, showing that the R Studio 
prediction is more accurate than other approaches. On the other hand, in a modelling study 
conducted by Bora et al. (2020), they observed that lower standard error was considered 
precise, and the model developed from R was reasonably accurate.

Table 6
Statistical performance of the actual accident and predicted data

Statistical Analysis Actual Data R Studio Manual Time Series Negative Binomial Poisson
Mean 18.0 18.4 19.0 14.0 13.0

Variance 58.2 43.6 20.5 596.5 479.2
Standard Deviation 8.0 6.9 4.7 25.2 22.6

CONCLUSION AND FUTURE RESEARCH

This paper investigated the DOSH accident data across various industries in KL and pointed 
out that the database was incomplete with missing values. This study analyses the accident 
data and time series models generated by the auto.arima function in R. The time series 
data considered in the study represented monthly industrial accidents in KL from January 
2018 to December 2021, totalling 1047 cases. Upon investigation, the stakeholders in 
accident reporting shall report more detailed information, which could be useful for future 
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research. The data fit the stationary time series curve, as the Augmented Dickey-Fuller 
test confirmed. The ARIMA(2,0,2)(2,0,0)(12) model fits predicted numbers and results in 
the best model in this time series data. The model has been validated against 20% of the 
actual accident data. The model generated in R outperformed the Poisson and negative 
binomial model with the lowest MAPE (40%). The MAPE for the manually calculated 
time series model was 49%.

The results of this study support the idea that auto.arima function from the forecast 
R package would be a significant improvement in forecasting accident frequency from 
a safety perspective. Based on the findings, industrial safety practitioners should report 
accidents truthfully in the era of digitalisation. It could enable future data-driven accident 
predictions to be carried out. The main bottleneck of the study was the lack of informative 
records reported and the access to data in DOSH, which resulted in the underutilisation of 
DOSH data. In addition, the number of datasets used in training can influence the study’s 
results. It can be verified in future by including more data and adjustments to the model. 
The same data could be tested using Phyton or Matlab to compare their accuracy.
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